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Abstract: We prove anti-concentration results for polynomials of independent random
variables with arbitrary degree. Our results extend the classical Littlewood-Offord result for
linear polynomials, and improve several earlier estimates.

We discuss applications in two different areas. In complexity theory, we prove near-
optimal lower bounds for computing the PARITY function, addressing a challenge in com-
plexity theory posed by Razborov and Viola, and also address a problem concerning the
OR function. In random graph theory, we derive a general anti-concentration result on the
number of copies of a fixed graph in a random graph.
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1 Introduction

Let & be a Rademacher random variable (taking value +1 with probability 1/2) and A = {ay,...,a,} be
a multi-set in R (here n — o). Consider the random sum

= alél +-- ""angn

where &; are i.1. d. copies of &.
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In 1943, Littlewood and Offord, in connection with their studies of random polynomials [16], raised
the problem of estimating P(S € I) for arbitrary coefficients a;. They proved the following remarkable
theorem:

Theorem 1.1. There is a constant B such that the following holds for all n. If all coefficients a; have
absolute value at least 1, then for any open interval I of length 1,

P(Sel) <Bn 'logn.

Shortly after the Littlewood-Offord result, Erd6s [10] removed the logn term to obtain the optimal
bound using an elegant combinatorial proof. Littlewood-Offord type results are commonly referred to as
anti-concentration (or small-ball) inequalities. Anti-concentration results have been developed by many
researchers through decades, and have recently found important applications in the theories of random
matrices and random polynomials; see, for instance, [19] for a survey.

The goal of this paper is to extend Theorem 1.1 to higher degree polynomials. Consider

P(x1,...,x,) := Z aSij. (1.1)

Sc{l,...n};|S|<d  j€ES

The first result in this direction, due to Costello, Tao, and the third author, [8], is

Theorem 1.2. There is a constant B such that the following holds for all d,n. If there are mn®™!

coefficients ag of absolute value at least 1, then for any open interval I of length 1,

—(d*+d)/2

P(P(&,....&) €1) < Bm >

The exponent 2~ (@+d)/2 tends very fast to zero with d, and it is desirable to improve this bound. For
the case d = 2, Costello [7] obtained the optimal bound n~!/2t(1) In a more recent paper [21], Razborov
and Viola proved

Theorem 1.3. There is a constant B such that the following holds for all d,n. If there are pairwise
disjoint subsets Sy, ...,S, each of size d such that the as, have absolute value at least 1 for all i, then for
any open interval I of length 1,
1
—g(d
P(P(&,....&) €l) <Br 8(d) where g(d)zm.

This theorem improves the bound in Theorem 1.2 to m~¢@) via a simple counting argument.

Researchers in analysis have also considered anti-concentration of polynomials, for entirely different
reasons. Carbery and Wright [6] consider polynomials with & being i.i.d. Gaussian and prove the
following bound.

Theorem 1.4 ([6, Theorem 8]). There is a constant B such that

P(|P(&1,...,E)| < eVar(P(&y,..., &))" /%) < Bde'/?.
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See [18] for related results. The above result has been extended by Mossel, O’Donnell and
Oleszkiewicz [17] to general variables, at a cost of an extra term on the right hand side depending
on how spread out the coefficients of P are.

The goal of this paper is to further improve these anti-concentration bounds, with several applications
in complexity theory. Our new results will be nearly optimal in a wide range of parameters. Let
[n] ={1,2,...,n}. Following [21], we define the rank of polynomials as follows.

Definition 1.5. For a degree-d multilinear polynomial' of the form (1.1), the rank of P, denoted by

rank(P), is the largest integer r such that there exist disjoint sets Sy, ..., S, C [n] of size d with |ag,| > 1,
for j € [r].

Our first main result concerns the Rademacher case. Let &;,i = 1,...,n be i.1i. d. Rademacher random
variables.

Theorem 1.6. There is an absolute constant B such that the following holds for all d,n. For any
polynomial P of the form (1.1) with rank r > 2 and for any interval I of length 1, we have

B 4/3 1 Bd1 1 1 B 21
P(P(&l,...,én) 6]) Smin< d \1/@’ exp(Bdlogd og\/(;g;q- d 0gd)> |
pAd+1

For the case when d is fixed, it has been conjectured [19] that P(P(&;,...,&,) € I) = O(r~'/?). This
conjectural bound is a natural generalization of the Erd6s-Littlewood-Offord result and is optimal, as
shown by taking P = (& +--- +&,)¢, with n even. For this P, the rank r = ®(n) and P(|P| < 1/2) =
P(P =0) = ®(n"'/2). Our result confirms this conjecture up to some polylog term (log r)51og4,

In applications it is important that we can allow the degree d to tend to infinity with n. Our bounds in
Theorem 1.6 are non-trivial for degrees up to clogr/loglogr, for some positive constant c. Up to the
loglog term, this is as good as it gets, as we cannot hope to get any non-trivial bound for polynomials of
degree log, r. For example, the degree-d polynomial on 2¢ . d variables defined by

24 g
Z[IQ+1

where &; are i.1i. d. Rademacher random variables, has r = 2¢ and P(P(&) = 0) = Q(1).

Next, we generalize our result to non-Rademacher distributions. As a first step, we consider the
p-biased distribution on the hypercube. For p € (0, 1), let i, denote the Bernoulli variable with p-biased
distribution:

P (é = O) =1 -D,
éwﬂp

P E=1)=p
S~y

and let p; be the product distribution on {0, 1}".

A polynomial is multilinear if the degree of each individual variable is at most 1 in the polynomial.
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Theorem 1.7. There is an absolute constant B such that the following holds. Let P be a polynomial of
the form (1.1) whose rank is r > 2. Let p be such that 7 := 2¢0?r > 3 where o := min{p,1 — p}. Then
for any interval I of length I,

P (P(§)el) <min

(Bd4/3 (log7)'/? exp(Bdlogdloglog 7+ Bd*logd) )
Srup '

(F)1/Gd D) NG

The distribution "LZ plays an essential role in probabilistic combinatorics. For example, it is the
ground distribution for the random graphs G(N, p) (with n := (g/ )). We discuss an application in the
theory of random graphs in the next section.

Finally, we present a result that applies to virtually all sets of independent random variables, with a
weak requirement that these variables do not concentrate on a short interval.

Theorem 1.8. There is an absolute constant B such that the following holds. Let &, ..., &, be independent
(but not necessarily i. i. d.) random variables. Let P be a polynomial of the form (1.1) whose rank is r > 2.
Assume that there are positive numbers p and € such that for each 1 < i < n, there is a number y; such
that min{P(&; < y;),P(& > y;)} = p and P(|& — yi| > 1) > €. Assume furthermore that 7 := (pe)?r > 3.
Then for any interval I of length 1

4/3 (1o #)1/2 = 2
P(P(&.....E) € 1) < min (Bd (log7)'/* exp(Bdlogdloglog 7+ Bd 10gd)> '

(,:)1/(4d+1) ’ NG

Notice that even in the Gaussian case, Theorem 1.8 is incomparable to Theorem 1.4. If we use
Theorem 1.4 to bound P(P € I) for an interval I of length 1, then we need to set € = Var(P)~'/2, and the
resulting bound becomes B/ (Var P)!/2¢_ For sparse polynomials, it is typical that r is much larger than

(VarP) 1/4 and in this case our bound is superior. To illustrate this point, let us fix a constant d > ¢ > 0
and consider

P .= Z as Hx,'
Sc{l,..n},|S|=d i€S
where ag are i. 1. d. random Bernoulli variables with P(ag = 1) = n~¢. It is easy to show that the following
hold with probability 1 —o(1).
e Forany set X C {1,...,n} of size at least n/2, there is a subset S C X, |S| = d, such that ag = 1.

e The number of nonzero coefficients is at most n¢—¢.

In other words, these two conditions are typical for a sparse polynomial with roughly n¢~¢ nonzero
coefficients. On the other hand, if the above two conditions holds, then we have Var(P) < n¢=¢ and
r > n/2d (by a trivial greedy algorithm). Our bound implies that

P(P e )< C(d)n~/*ro0)
while Carbery-Wright bound only gives
P(Pel) < C(d)n~'/>*</2,
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The rest of the paper is organized as follows. In Section 2, we discuss applications in complexity
theory and graph theory, with one long proof delayed to Section 5. The proof of Theorem 1.6 is contained
in Section 3. The generalizations are discussed in Section 4.

All asymptotic notations are used under the assumption that n tends to infinity. All the constants are
absolute, unless otherwise noted. Throughout the paper, log denotes the natural logarithm.

2 Applications

2.1 Applications in complexity theory

We use our anti-concentration results to prove lower bounds for approximating Boolean functions by
polynomials in the Hamming metric. The notion of approximation we consider is as follows.

Definition 2.1. Let € > 0 and u be a distribution on {0, 1}". For a Boolean function f: {0,1}" — {0,1}
and a polynomial P : R” — R, we say P g-approximates f with respect to> u if

XE“(P(x) =flx)>1-e.

We define dy, ¢ (f) to be the least d such that there is a degree-d polynomial which e-approximates f with
respect to U.

An alternate (dual) way to view the above notion is in terms of distributions over low-degree
polynomials—*“randomized polynomials”—which approximate the function in the worst-case. In par-
ticular, by Yao’s min-max principle, dy, ¢(f) < d for every distribution u if and only if there exists a
distribution D over polynomials of degree at most d which approximates f in the worst case: for all x,
Pp p[P(x)=f(x)] > 1—¢.

Approximating Boolean functions by polynomials in the Hamming metric was first considered in the
works of Razborov [20] and Smolensky [22] over fields of finite characteristic as a technique for proving
lower bounds for small-depth circuits. This was also studied in a similar context over real numbers by
Beigel, Reingold, and Spielman [4] and Aspnes, Beigel, Furst, and Rudich [3]. The latter paper uses them
to prove lower bounds for AC®. More recently, in a remarkable result, Williams [24] (see also [25, 1])
used polynomial approximations in Hamming metric to obtain the best known algorithms for all-pairs
shortest path and other related algorithmic questions. Here, we study lower bounds for the existence of
such approximations.

Approximating Parity. Let Par, : {0,1}" — {0, 1} denote the parity function:
Par,(x) =x1 ®x2®--- DX,

(where arithmetic is mod 2).

2We drop u in the description when it is clear from context or if it is the uniform distribution.
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In [21], Razborov and Viola introduced another way to look at the problem of approximating parity
by low-degree polynomials in the Hamming metric. For two functions f, g : {0,1}" — R, define their
“correlation” to be the quantity

Cory(f,8) =P(f(x) = g(x)) = 1/2,
where x is uniformly distributed over {0, 1}". They highlighted the following challenge.

Challenge 2.2. Exhibit an explicit Boolean function f: {0,1}" — {0, 1} such that for any real polynomial
P of degree at most log, n, we have

Cor, (f,P) <o(1/+/n).

This challenge is motivated by studies in complexity theory and has connections to many other
problems, such as the famous rigidity problem; see [21] for more discussion.

The Parity function seems to be a natural candidate in problems like this. Razborov and Viola, using
Theorem 1.3, proved

Theorem 2.3 ([21]). For all sufficiently large n, Cor,(Par,, P) < 0 for any real polynomial P of degree
at most (1/2)log, log, n.

With Theorem 1.6, we obtain the following improvement, which gets us to within a loglogn factor of
Challenge 2.2.

Theorem 2.4. For all sufficiently large n, Cor,(Par,, P) < 0 for any real polynomial P of degree at most

logn
151loglogn

Proof. Let d be the degree of P. Following the arguments in the proof of [21, Theorem 1.1], we can
assume that P contains at least /n pairwise disjoint subsets S; each of size d with non-zero coefficients.
It suffices to show that the probability that P outputs a Boolean value is at most 1/2. By replacing P by
q(x1,..xn) == P((x1+1)/2,...,(x,+1)/2), we can convert P into a polynomial of the same degree
defined on {£1}", in other words, on Rademacher variables. Then by Theorem 1.6, this probability is
bounded by

d4/310g1/2l’l

nl/Bd+2) -
This is less than 1/2 for every
logn
~ 15loglogn
when # is sufficiently large. 0
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Approximating AND/OR. One of the main building blocks in obtaining polynomial approximations
in the Hamming metric is the following result for approximating the OR function.’

Claim 2.5. For all € € (0,1) and all distributions | over {0,1}", there exists a polynomial P : R" — R
of degree O((logn)(log1/¢€)) such that Py, (P(x) = OR(x)) > 1 —&.

By iteratively applying the above claim, Aspnes, Beigel, Furst, and Rudich [3] showed that AC’
circuits of depth d have €-approximating polynomials of degree at most

O(((logs)(log(1/¢)))" - (log(s/€))*™").
We prove that the following lower bound for such approximations:

Theorem 2.6. There is a constant ¢ > 0 and a distribution p on {0, 1}" such that for any polynomial
P:{0,1}" — R of degree d < c(loglogn)/(logloglogn),

xi’” (P(x) =OR(x)) <2/3.
To the best of our knowledge no @(1) lower bound was known for approximating the OR function.
We give an explicit distribution (directly motivated by the upper bound construction in [3]) under which
OR has no 1/3-error polynomial approximation. We define a distribution on {0, 1}" by defining a
corresponding random variable x taking values in {0, 1}" by the following procedure.

1. With probability 1/2 output x = (0,...,0).

2. With probability 1/2 pick an index i € [D] uniformly at random and output x ~ u} ; for some
suitably chosen parameters a, D.

The analysis then proceeds at a high level as in the lower bound for parity. However, we need some extra
care with the inductive argument as unlike for parity, we cannot consider arbitrary assignments of zeros
and ones to some subset of the coordinates of the OR function. We get around this hurdle by instead only
considering fixing parts of the input to O and decreasing the bias p to make sure that these coordinates are
indeed set to 0 with high probability. The details are deferred to Section 5.

2.2 The number of small subgraphs in a random graph

Consider the Erdgs-Rényi random graph G(N, p). Let H be a small fixed graph (a triangle or Cy, say).
The problem of counting the number of copies of H in G(N, p) is a fundamental topic in the theory
of random graphs (see, for instance, the textbooks [5, 13]). In fact, we can talk about a more general
problem of counting the number of copies of H in a random subgraph of any deterministic graph G on
N vertices formed by choosing each edge of G with probability p. Here, G’ is said to be a copy of H in
a graph G if G’ is isomorphic to H and the vertex set and edge set of G’ are subsets of those of G. We
denote this random variable by F(H,G, p). In this setting we understand that A has constant size, and the
size of G tends to infinity.

30R(x1 ,-.,Xy) is 1 if any of the bits x; is non-zero.
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It has been noticed that F' can be written as a polynomial in terms of the edge-indicator random
variables. For example, the number of C, copies (cycle of length 4) is

Z &ij&iwbu&ii
ijikd
where the summation is over all quadruples i jk/ which form a C4 in G and the Bernoulli random variable
&;j represents the edge ij. Clearly, any polynomial of this type has n = ¢(G) Bernoulli random variables
&;j with mean p, and its degree equals the number of edges of H. The rank r of F is exactly the size of
the largest collection of edge-disjoint copies of H in G.

The polynomial representation has been useful in proving concentration (i.e., large deviation) results
for F (see [15, 23], for instance). Interestingly, it has turned out that we can also use this to derive
anti-concentration result, in particular bounds on the probability that the random graph has exactly m
copies of H.

By Theorem 1.7, we have

Corollary 2.7. Assume that p is a constant in (0,1). Then for fixed H and any integer m which may
depend on G
P(F(H,G,p)=m) <r !/,

where r is the size of the largest collection of edge-disjoint copies of H in G. In particular, if G = K,,, then

P(F(H, K, p) =m) <n™ /400,

A copy G’ of H in a graph G is said to be an induced copy if G’ contains all the edges in G whose
endpoints are both in the vertex set of G'. A similar argument can be used to deal with the number of
induced copies of H, which can also be written as a polynomial with degree at most (;) , with v being the
number of vertices of H. Details are left out as an exercise.

Finally, let us mention that in a recent paper [11], Gilmer and Kopparty obtained a precise estimate
for P(F(H,K,,p) = m) in the case when H is a triangle.* Their approach relies on a careful treatment of
the characteristic function. It remains to be seen if this method applies to our more general setting.

3 Proof of Theorem 1.6

There are two proofs to this theorem. In the initial version of the paper, we had a longer, but more
elementary proof based on the following ideas. To prove the first bound in Theorem 1.6, we first consider
a simple case when the polynomial P is sufficiently “nice,” which basically means a fair contribution
from each variable to P. These polynomials are said to be regular and their regularity allows one to
efficiently relate the anti-concentration property of polynomials of Rademacher random variables to that
of Gaussian ones and then use Theorem 1.4 for Gaussian case.

To complete the argument, we use a regularity lemma which shows that any polynomial can be written
as a small-depth decision tree where most leaves are labeled by polynomials which are either (1) regular
or (2) polynomials which are fixed in sign with high probability over a uniformly random input. In the

4We would like to thank J. Kahn for pointing out this reference.
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first case, you get a regular polynomial of high rank (as the tree is shallow) and we apply the previous
argument. In the second case, we argue directly that the anti-concentration probability is small.

To prove the second bound of Theorem 1.6, we follow the same conceptual approach but adopt a
more careful analysis following the work of Kane [14]. We again use the regularity lemma to reduce
to regular polynomials. And for a sufficiently regular polynomial, consider partitioning the variables
into blocks of equal size. One can show that with significant probability, there exists a block on which
the restricted polynomial has small standard deviation compared to its mean, which guarantees good
anti-concentration bound.’

Here we present a shorter proof suggested by Daniel Kane. It shows that the desired anti-concentration
probability can be bounded in terms of average sensitivity of polynomial threshold functions (see
Lemma 3.4) and then uses the bounds on average sensitivity of [9] and [14]. The two proofs are quite
close in spirit. The current one is shorter and perhaps more elegant, benefiting from Lemma 3.4, which is
of independent interest.

To start the proof, by covering the interval I by smaller intervals, we can assume that / has length 2/3.

Let Sy,...,S, be the disjoint sets in the definition of rank(P). By conditioning on the random variables
outside |JS;, we can assume that n = dr.
By subtracting the center of / from P, we can then assume that / = [—1/3,1/3].

Let f =sign(P+2/5) and g = sign(P — 1/3) where sign(a) := 1,-¢. Note that the term 2/5 can be
replaced by anything that is slightly greater than 1/3. For each k € [n] for each x = (x1,...,x,) € {£1}",
let x* := (x1,...,—X,...,X,) be the point obtained by negating the k-th coordinate. Define the influence
of the k-th variable to f (and similarly for g) to be

Infi(f) :=P(f(&1,....80) # f(&1,. o0&k, 6).

For each §;, we claim that

P(IP(E&1,- .. &) < 1/3) <20 Y (Infi(f) + Infi(s)) 3.1)

keS;
Assuming (3.1), taking the sum over i € [r], we get
rP(IP(Er,....6) < 1/3) <2U(AS(f) +AS(g)) (3.2)
where

AS(f) i= ¥ Tnfi(f)
k=1

is called average sensitivity of f. Then the bounds in Theorem 1.6 follow from the following correspond-
ing bounds on average sensitivity from Diakonikolas et al. [9] and Kane [14], respectively.

Theorem 3.1 ([9, Theorem 1.1]). There exists an absolute constant C such that for any polynomial Q of
degree d on n random Rademacher variables, we have

AS(h) < C%(logn)n'~1/44=2)

where h = sign(Q).

5 An interested reader can find this proof at http://arxiv.org/abs/1507.00829 [version 4].
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Notice that by applying this bound, we only get a slightly weaker bound than the first bound in
Theorem 1.6. Our claimed bound is proved by the same techniques as in [9] but with more careful
analysis. We again refer the interested reader to our old proof.

Theorem 3.2 ([14, Theorem 1.2]). Under the assumptions of Theorem 3.1, we have
AS(h) < \/ﬁ(]ogn)Cdl‘)gdCdZIOgd )

To prove (3.1), let G be the set of all x € {£1}" such that |P(x)| < 1/3 and let §’ be the set of all
x € {#£1}" such that there exists k € S; for which f(x) # f(x*) or g(x) # g(x*). It suffices to show that

51 <2419]. (3.3)
Without loss of generality, assume that S; = [d]. Let x € §. Since

Varé],.‘.,édp<§17”wédvxd-i-lr'-axn) > 17

P(&y,....E4,x411,- .. ,X,) cannot always stay in an interval of length less than 1. Thus, there exist
x},...,x, such that
|P(X), X Xaits s xn)| > 2/5.

And so, either f(x) # f(x},...,X}, Xa11,...,%,) or g(x) # g(x},..., %}, xX41,...,X,). Going bit by bit,
there exists a k € S; and an x’ € {£1}" that differs from x only in the first d elements such that f(x") #
f(x*) or g(x') # g(x*). Tn other words, ¥’ € §'.

Since x' and x differ only in the first d elements, the map from G to G’ that maps x to x’ is at
most 2¢-to-1, proving (3.3). This completes the proof of (3.1) and thereby completing the proof of
Theorem 1.6. U

Remark 3.3. Inequality (3.2) is interesting in its own right. It readily implies the following bound.

Lemma 3.4. Let P be a degree-d polynomial of the form (1.1) with rank r > 2. Then

d+1
PIP&, &) < 1/3) < - maxAS(sign(Q))

where the maximum runs over all degree-d polynomials Q on dr variables.
It is worth mentioning the following conjecture.

Conjecture 3.5 (Gotsman-Linial Conjecture [12]). Let Q be a degree-d polynomial on n variables. Then

AS(sign(Q)) <2~ WZ( ln— k/2j>( |[(n—k)/2]). (3.4)

For a fixed d, the right-hand side of (3.4) is O(n~'/?). Thus, the Gotsman-Linial Conjecture im-
plies the Conjecture in [19] that P(P(y,...,&,) € I) = O(r~'/?) for P and I as in the assumptions of
Theorem 1.6.
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4 General distributions

4.1 Proof of Theorem 1.7

We reduce the p-biased case to the uniform distribution at the expense of a loss in the rank of the
polynomial and then apply Theorem 1.6.

First notice that if x ~ u,,, then 1 —x ~ ;. And so, by replacing the polynomial P by Q(x1,...,x,) =
P(1—xy,...,1 —x,), we can exchange the roles of p and 1 — p. Therefore, without loss of generality, we
assume that « = p < 1/2.

Our assumption 29 p?r > 3 guarantees that loglog(2p¢r) = Q(1) and hence by choosing the implicit
constants on the right-hand side of Theorem 1.7 to be sufficiently large, we can assume that 2¢p?r is
greater than 100 (say).

Let ny,...,M, and &[,..., &) be independent Bernoulli random variables with P(1; =0) = 1/2 and
P&/ =0)=1-2p. Let § = n;§/ then &;,..., &, are i.1. d. Bernoulli variables with P(§; =0) = 1 — p.
Therefore, we need to bound P(P(&;,...,&,) €1).

From the definition of rank(P), there exist disjoint sets Si,...,S, such that |as,[ > 1 forall j=1,...,r.
We have

P, &)= Y <asnez> I

SCnl,|S|<d icS icS

Conditioning on the variables &/, P becomes a polynomial of degree d in terms of the 1;, whose
coefficients associated with S; are
e !
bSJ — aSj H 51 .

iES_,‘

For each such j, we have

o P (bs| 2 ) =PE =1 Vies)) = (2p)*.
19*°2%n

Now, since the sets S; are disjoint, the events |b5j| > 1 are independent. Define

By Chernoft’s bound (see, for example, [2, Corollary A.1.14]), we have, for 0 < y < 1,
P(|X —EX| > yEX) < 2¢ VEX/3

Setting ¥ = 1/2, we conclude that with probability at least 1 —exp(—29~!p?r/6), there are at least
24=1pdr indices j with |b j| > 1. Conditioning on this event, we obtain a polynomial of degree d in terms

of 11,...,Mm, which has rank at least 2¢~! p?r. The theorem now follows from applying Theorem 1.6 to
this polynomial and noting that the additional error of exp(—2¢~!p?r/6) is smaller than both terms from
Theorem 1.6. O
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4.2 Proof of Theorem 1.8

By replacing P(x1,...,x,) by Q(x1,...,X,) = P(x1 +Y1,...,X: +yx) and & by & —y;, we can also assume
without loss of generality that y; = 0 for all i. Furthermore, we can assume that P(&; < 0) = p for all
i. Indeed, if for some i, P(&; > 0) = p, we replace &; by —&; and modify the polynomial P accordingly
to reduce to the case P(& < 0) = p. And then the proof runs along the same lines as in the case
P(§ <0)=0.

Foreachi=1,...,n,let & and &~ be independent random variables satisfying

P cA)=PECA|E>0)  and P& cA)=P(&eA|&<0)

for all measurable subsets A C R. Let 1q,..., 7, be i.1. d. random Bernoulli variables (independent of all
previous random variables) such that P(1; = 0) = p. Let &/ = ;" + (1 —1;)&;, then &/ and &; have the
same distribution. Therefore, it suffices to bound the probability that P(&/, ..., &) belongs to I. We have

P&l 8) =P — &) +& .. m(& &) +E))
= ) <“SH(§,-+§,-_))H17[+Q,

SCinl,|S|=d i€s €S

where Q is some polynomial that has degree < d in terms of the 1; when all the éii are fixed. From the
definition of rank(P), let Si,...,S, be disjoint subsets of [1] with |ag;| > 1 for all 1 < j < r. Conditioning
on the variables éii, the polynomial P becomes a polynomial of degree d in terms of the 1;, whose
coefficients associated with S; are

bs,:=as, [[(&" —&)

iESj

accordingly. For each such j, we have

(Ibs,| > 1) > P& —& > 1vies)).

& vl
Since & > 0> & a.e., we have
PP & > 1) 2 PE 2 1) 4P(E < 1) =P(E > 1) > 2.

Hence,
—d pd
é#.?éfﬂbsj‘ >1)>2"““.

Now, since the sets §; are disjoint, the events |b5j\ > 1 are independent. Therefore, using a
Chernoff-type bound as in the proof of Theorem 1.7, we can conclude that with probability at least
1 —exp(—279€%r/12), there are at least 2%€?/2 indices j with |b;| > 1. Conditioning on this event,
we obtain a polynomial of degree d in terms of 7),...,n, which has rank at least r2~%e? /2. Using
Theorem 1.7, we obtain the desired bound. ]
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5 Proof of Theorem 2.6

Let a be an integer to be chosen later. Let D = |log,(log,n — 1)] be the largest integer such that
27" >2 /n. Let u be the distribution obtained by the following procedure:

1. With probability 1/2 output x = 0 (the all 0’s vector).
2. With probability 1/2 pick an index i € {1,...,D} uniformly at random and output x ~ Wy
We next show that for some constant ¢ > 0, there exists no polynomial P of degree

loglogn
Ci
logloglogn

such that P, (P(x) = OR(x)) > 2/3. Let P be such a polynomial. Then, necessarily, P(0) = 0; as

11 i1 1/ 2\" 2
—0)V<—a—(1-24"Y «_4L (12 <
J;w@)(n_2+20 2 ) _2+2<1’J <3

there must exist a set of indices I C [D] with |I| > Q(D) such that for all i € I,

P (P(x)=1)=9(1).

Xl i

Let I = {iy < iy < --- < it} and for £ € [k], let p; = 279", Now, by Theorem 1.7 applied to the
polynomial P — 1 and x ~ uy , we get that either rank(P) < (3/ 2p1)¢ or

4/3 log(rank(P)(2p;)4)!/?
(rank(P)(2p;)4)!/(4d+1) -

Q(1)=P(P(x)=1) < 0(d

Hence, in any case, rank(P) < r; = d°) /p¢. This in turn implies that there exists a set Sy C [n] of r| -d
indices such that the polynomial P; = Ps, obtained by assigning the value O to the variables in S is of

degree at most d — 1. For a set S C [n] and a distribution u on {0, 1}, let u® denote the distribution where

the coordinates in S are chosen independently according to tt. Then, for x ~ /.L,[Z],

Q(1) = P(P(x) = 1)
= P(xs, = 0)-P(P(x) = 1 [ x5, = 0) + P(xs, # 0)-P(P(x) = 1| x5, # 0)
< P (Pi(x)=1)+P(xs, #0)

o ”][}"2]\[31]
< (Pr(x) =1)+[S1] p2.
oS
P2
Thus,
P (P =1)2 Q1) =% (p/pf) = Q1) —a® D127 > (1) — @27,
X~ hps
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for a > 2d. Further, note that P;(0) = 0.
Iterating the argument with P, and so forth, we get a sequence of polynomials Py, P, ..., P, such

that for 1 < j <min(d,k— 1), P; is of degree at most d — j, P;(0) = 0 and for x ~ uﬁ)}slumus"'),

P(Pi(x) =1)=Q(1) —q0+ip=a,

This clearly leads to a contradiction if k > d and a > Cdlogd for a large enough constant C (so that the
right-hand side of the above equation is non-zero for j = d).

Therefore, setting a = Cdlogd, for a sufficiently large constant C, we must have k = Q(D) < d. That
is, log,(n— 1) = a4 = @°@)_ Thus, we must have d = Q(1)(loglogn)/(logloglogn), completing the
proof of Theorem 2.6.
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